
Deep neural networks 

in language models 

SzyŵoŶ Łęski 



Language models 

• Language model assigns probability  

to a sequence of words 

 

 

 

 

• Applications: choosing the right word/sentence  

from a list of candidates 

The cat is walking in the bedroom.  

Walking cat is bedroom the the in.  

The elephant is walking in the bedroom.  



Language models – applications 

• Speech recognition: hard rock ↔ card rock 

• Text or handwriting recognition (OCR): 
you are right ↔ you ave right 

• Machine translation:  
which translation is better? 

• Typo correction 
 Are you happy now? 

 Happy now → Happy new 

• Text input prediction 

• ... 



Language models – how to build 

The cat is walking in the bedroom.  

• Counting sentences in a corpus? 

 

 

• The sentence for which we evaluate the 

model is most likely not present in the corpus 

Three days ago I saw my cat walking in the bedroom.  0 

The cat is walking in the bedroom.    ~ 76400  



Language models – how to build 

• 𝑝 𝑤ଵ, 𝑤ଶ, …𝑤𝑁 =𝑝 𝑤ଵ ∙ 𝑝 𝑤ଶ 𝑤ଵ ∙ 𝑝 𝑤ଷ 𝑤ଵ, 𝑤ଶ ∙ ⋯ ∙ 𝑝 𝑤𝑁|𝑤ଵ, 𝑤ଶ, …𝑤𝑁−ଵ  

• Close words are more statistically dependent 

• Unigram model:  ≈ 𝑝 𝑤ଵ ∙ 𝑝ሺ𝑤ଶሻ ∙ 𝑝ሺ𝑤ଷሻ ∙ ⋯ ∙ 𝑝ሺ𝑤𝑁ሻ 
• Bigram model:  ≈ 𝑝 𝑤ଵ ∙ 𝑝ሺ𝑤ଶ|𝑤ଵሻ ∙ 𝑝ሺ𝑤ଷ|𝑤ଶሻ ∙ ⋯ ∙ 𝑝ሺ𝑤𝑁|𝑤𝑁−ଵሻ 
• Probabilities estimated from corpus: 

 𝑝 𝑤ଷ 𝑤ଵ, 𝑤ଶ = ݊ሺ𝑤ଵ, 𝑤ଶ, 𝑤ଷሻ/݊ሺ𝑤ଵ, 𝑤ଶሻ 
Three days ago I saw my cat walking in the bedroom.   



n-grams – example 

• serve as the inspiration  1390 

• serve as the input   1323 

• serve as the information  838 

• serve as the instrument  614 

• serve as the industry   607 

• ... 

• serve as the indispensible 40 

 

 
Google Research Blog 



n-gram language models 

• Pros: good scalability, speed 

• Cons: 

– sparsity / short context:  

for larger n many n-grams will not be present  

in the corpus (serve as the insight) 

– word similarity is not taken into account: 

e.g. ǁeŶt ↔ goŶe; cat ↔ dog 

 

 



Word representations 

The cat is walking in the bedroom.  

A dog was running in a room.  

Bengio et al. 2003 

dog cat 

   = |𝑉| 

dog cat 

   
~ͳͲͲ ≪ |𝑉| The cat is running in a room. 

A dog is walking in a bedrom. 

The dog was walking in the room. 

... 



word2vec 

poet 

http://projector.tensorflow.org/ 

http://projector.tensorflow.org/
http://projector.tensorflow.org/


word2vec 

cat 

http://projector.tensorflow.org/ 

http://projector.tensorflow.org/
http://projector.tensorflow.org/


word2vec 

walking 

http://projector.tensorflow.org/ 

http://projector.tensorflow.org/
http://projector.tensorflow.org/


LM embeddings 



NN LM 

Bengio et al. 2003 

𝐶: 𝑉 × ݉ 



Training NN LM 

• We want the model to learn the probability 

distribution 𝑝 𝑤𝑡|𝑤𝑡−ଵ, 𝑤𝑡−ଶ, …𝑤𝑡−𝑁+ଵ   

• Backpropagation 

• Regularization 



n-gram language models 

• Pros: good scalability, speed 

• Cons: 

– sparsity / short context: 

for larger n many n-grams will not be present  

in the corpus 

– word similarity is not taken into account: 

e.g. ǁeŶt ↔ goŶe; cat ↔ dog 

 

 



RNN-based language models 

The cat is walking 

Probability distribution 

of the next word 

 

Subsequent words are RNN input 

in consecutive time steps 



RNN-based language models 

Word  

representation 

Recurrent 

layer 

Softmax 

Word  

representation 

Recurrent 

layer 

Softmax 

Word  

representation 

Recurrent 

layer 

Softmax 

... 



RNN-based language models (LSTM) 

• Can capture long-term dependencies 

(not limited to n words of context) 

• Can work on the level of words, morphemes, 

characters... 

T h e 



Andrej Karpathy blog 



Jozefowicz et al. 2016 



RNN LM – advanced topics 

• Character input 

• Computing embedding on the fly 

• Improving word embeddings using 

morphological constraints 

Pointer-seŶtiŶel ŵodel•  
Hierarchical character-leǀel ŵodel• 

 

 



Character input 

Kim et al. 2016 



Character input 

Kim et al. 2016 



Calculating embeddings on the fly 

Bahdanau et al. 2017 



Improving word embeddings 

Vulić et al. 2017 

• Problems with word representation in 

morphologically rich languages: 

– learning representation for infrequent words 

(each form – separate token) 

– morfology and word meaning 

 



Improving word embeddings 

Vulić et al. 2017 

• Improving word embeddings  

with attract-repel pairs 
discuss ↔ discussed, laugh ↔ laughing, 

dressed ↔ undressed, formality ↔ informality 

• Pairs found using  

morphological rules, 

e.g. suffix s, ed, ing;  

prefix dis, un, in, anti 

 

 



Improving word embeddings 

Vulić et al. 2017 



Pointer-sentinel model 

Merity et al. 2016 



Pointer-sentinel model  

Merity et al. 2016 



Pointer-sentinel model 

Merity et al. 2016 



Hierarchical character-level model 

Kawakami et al. 2017 



Hierarchical character-level model 

Kawakami et al. 2017 
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