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Business Use Cases

We need to understand the real meaning of texts - 
semantics AUTOMATICALLY 

To better adjust content to the user or text/ads owners, to 
remove unwanted content, to understand intentions etc.



Use Cases

• Portal moderation: users comments

• RTB advertisements

• Behavioral personalisation

• Mood in social media, regarding any brand, event etc.

• Emotions, hate speech





Real Time Bidding / Programmatic Ads

Owner of ads: 
particular sites, e.g. 
with appropriate 
emotions, brand 
safe 



Behavioral personalisation

- Usual mood, texts / sites that are read by a user
- Adapt communication language to be understood 

better 

or manipulate :-(

- Ethical issues !

 





Ways to work on use cases

- Sentiment, emotions

- Offensive language / hate speech

- Named entities, semantic relations between entities

- Synonyms, similar concepts etc.



Text sentiment

• Sentiment – positive, neutral, negative

• Deep sentiment / Emotion recognition – Emotions expressed in texts

Text Emotions expressed

Nie spodziewałem się, że to będzie takie 

fajne!

I did not expect that it would be so cool!

Joy / Surprise



Emotion theories

Plutchik (1960-1980) Ekman

Nakurama 
+ Shame emotion

1. Anticipation
2. Joy
3. Sadness
4. Fear
5. Trust
6. Disgust 
7. Surprise
8. Anger

1. Joy
2. Sadness
3. Fear
4. Disgust 

(revulsion)
5. Anger
6. Surprise

E. Cambria, ...: “The hourglass of emotions”, LNCS, 2012





E. Cambria, „Hourglass of emotions”





Abusive language 

Z. Wassem: Understanding Abuse: A Typology of Abusive Language Detection Subtasks, 
Proc. of Workshop on Abusive Lang. 2017, ACL 



Hate speech

Language that is used to expresses hatred towards a 
targeted group or is intended to be derogatory, to 
humiliate, or to insult the members of the group

- GENERALIZED EXPLICIT or IMPLICIT



Some linguistics

Text processing & modeling 

First to understand data structure 

then meaning



Text processing pipeline



Language modeling

Distributional techniques:

- Word2Vec
- LDA2Vec
- FastText

Main assumption:

Any word is determined based on its context.
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Text annotation

- Even for linguists can be a very difficult task to 
differentiate between classes (emotions expressed etc.)

- Tedious, costly task
- Applica.ai has dedicated platform to annotation 

processes (organize works of linguists, get metrics of 
work, and annotated texts etc.)

The challenge is to annotate less data and to get the 
best results



https://prodi.gy/demo?view_id=textcat

https://prodi.gy/demo?view_id=textcat


Source texts to annotate emotions
• Wordnet.pl by Wrocław University of Technology

• Emotions assigned to lexical units, having exemplar sentences
• + neutral sentences, without emotions
• about 30 000 sentences



Source texts 2

• Comments and articles from information portals 

• Annotation by linguists

• About 2 000 texts



Annotation for emotions interface



Text processing in the framework

Jestem dumny z adekwatności twojego zachowania do tej sytuacji.

I am proud of the adequacy of your behavior to this situation.

["być", "dumny", "z", "adekwatność", "twój", "zachowanie", 
"do", "ten", "sytuacja", "."]

LEMMAS - base forms



CNN - Convolutional Neural Network



TCN - Temporal Convolutional Network



LSTM



Evaluation measures

• AUC/ROC
• Not dependent on threshold for decision making

• F1 - precision / recall
• Depends on balance on test dataset

• Kappa Cohena
• Agreement of 2 observers
• But good model has not the same value of the metric
• Random classifier has 0-value metric

• Precision@10%
• Depends on the balance on test set



ROC/AUC - Joy

Internet comments WordNet.pl



ROC/AUC - Anger

Internet comments WordNet.pl



Best models for emotions

• CNN

• Models based on 
chars need bigger 
datasets

Emotion
Dataset

Comments WordNet.pl
Sadness 0.657 [0.054] 0.840 [0.002]

Fear 0.791 [0.069] 0.846 [0.006]
Disgust 0.820 [0.042] 0.877 [0.005]
Anger 0.813 [0.009] 0.891 [0.003]

Anticipation 0.604 [0.058] 0.813 [0.007]
Joy 0.839 [0.034] 0.891 [0.003]

Trust 0.778 [0.043] 0.852 [0.005]
Surprise 0.695 [0.031] 0.803 [0.021]
Negative 0.830 [0.025] 0.948 [0.004]
Positive 0.822 [0.035] 0.903 [0.005]

[std. dev. on folds]
AUC



Quality of classification results depends 
on size of training dataset - comments 
dataset

Sadness Anger



Quality of classification results depends on 
size of training dataset - WordNet.pl dataset

Anger



Interpretability



LIME

Ribeiro ‘2016

• Local Interpretable 
Model-agnostic 
Explanations



Interpretability of models

Model: Is any emotion 
expressed in the text or 
not?

Trigonometry develops due to measurements on 
the surface of the earth….



Interpretability of models

Model: Is joy emotion 
expressed in the text 
or not?

From students in the first year beats the youthful joy of life.



Interpretability of models

Trust

What a perverted guy who is constantly talking about the only one.



Interpretability of models

Anger
I'm afraid of this fanatic who has Poles for the prey.



L2X

Chen Jianbo, ...: An 

Information-Theoretic Perspective 

on Model Interpretation, ICML 2018

20% improvement in measures on 

our datasets



L2X for trust model - TP

Cieszę się z obrotności mojej córki.

I am happy for my daughter's agility.

Dobry nauczyciel powinien być sprawiedliwy !

A good teacher should be just!



Abusive Language - English datasets

Twitter1 
- About 25k tweets
- Classes: offensive language 76% / non-offensive 19% / hate 

speech 5%
- ”Automated Hate Speech Detection and the Problem of 

Offensive Language”, ICWSM 2017
Twitter 2

 -  About 13K tweets
 -  Classes: racist 12% / sexist 20% / non-offensive 68%
 - ”Deep Learning for Hate Speech Detection in Tweets”WWW 2017



Models

- LSTM
- CNN
- FastText classifier
- XGBoost

- Inputs are language model vectors - embeddings



Twitter1

ICML 2018



Unbalanced datasets

- Reduction of the biggest class
- Scaling the smaller class
- Leave as in the distribution of domain
- Merging negative classes



Reducing the biggest class



Weighting the smaller classes



Merging classes



LIME - offensiveness depends on 
context

41/5000

He is a queer! He probably likes boys.

Not vulgar vulgar      Not positive positive

Vulgar
Negative
Positive



LIME - the same word but positive 
context

He pressed the pedal and drove away.

Not vulgar vulgar      Not positive positive

Vulgar
Negative
Positive



Interpretability - geval



GEVAL

Mann U-Whitney rank test



Features

• Word
• Bigram
• Cartesian features

Source:

• Input file
• Output
• Expected - gold standard



Twitter 
sentiment





IMDB



Challenges

• The most difficult task - to define the task :-)
• Find resources
• Instruction for linguists
• Annotating

• Adjust ML to Polish language
• Need rules for grammar to be correct or 

preprocessing
• Extended stopwords lists and reinforcement words 

lists
• Complex word interactions



Future works

• Hierarchical models: emotional / 
not emotional texts

• Transfer learning / concept 
language modeling

• Topic modeling + Emotion modeling

• Active learning to choose the best 
sample to annotate


