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General research description

Goals and Experience in general

We are interested in extraction of meaning for biomedical, and legal
texts, and for detection of malicious code from asm and binary code
in academic and industrial settings.

We participated in TREC CDS 2016[6], TREC PM 2017 track[2]
and in bioCADDIE 2016[3].

At the beginning zero competence in precision medicine

In 2017 A. Cieslewicz (Ph.D. in molecular biology and IT engineer)
joined the team
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General research description

Thesis, goal and scope of work

Scope of work : information retrieval for biomedical documents

Information retrieval (IR) is the activity of obtaining information
system resources relevant to an information need from a collection
of information resources.

Thesis 1: The way current challenges are organized and evaluated
are not reliable, in a sense they distort results (and prevent full
evaluation of methods).

Thesis 2: Many corrections are needed to improve baseline models,
some without full explanations.

Goal: to design and validate an IR system fully internationally
competitive for biomedical documents.

Work is based on results of contemporary challenges TREC PM
2018, bioCADDIE 2016
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General research description

Subject of research

Biomedical information retrieval

Retrieval from articles and abstracts TREC PM
Retrieval from snippets extracted from specialized databases
bioCADDIE 2016

Query expansion using word embedding

Issue of evaluation from incomplete data (in progress)

Novel method of word embedding improvement and ranking

Autoencoder method of query expansion (in progress)
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List of publications
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on Multimedia & Network Information Systems (MISSI 2018), indexed in Web of
Science pp. 236-248 3 following papers in the same series

2 Jakub Dutkiewicz and Czesªaw J¦drzejek Calculating Optimal Queries from the
Query Relevance File, MISSI 2018, pp 249-259 3.

3 Anna Zdrojewska, Jakub Dutkiewicz and Czesªaw J¦drzejek Comparison of the
Novel Classi�cation Methods on the Reuters-21578 Corpus, MISSI 2018, p.
290-302 4.
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Queries and their meaning
Text corpora
Manual jugdement
Evaluation measures

Text REtrieval Conference (TREC) https://trec.nist.gov/

The Text REtrieval Conference is an ongoing series of workshops focusing
on a list of di�erent information retrieval research areas, or tracks. It is
co-sponsored by the National Institute of Standards and Technology and
began in 1992. Its purpose is to support and encourage research within
the information retrieval community by providing the infrastructure
necessary for large-scale evaluation of text retrieval methodologies and to
increase the speed of lab-to-product transfer of technology.
Each track has a challenge wherein NIST provides participating groups
with data sets and test problems. Depending on track, test problems
might be questions, topics, or target extractable features. Uniform
scoring is performed so the systems can be fairly evaluated.
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Topics constituting queries TREC PM 2018 close to TREC
PM 2017
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Additional/alternative gene functions
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bioCaddie and TREC text corpora

bioCaddie:

788 992 datasets in 20 repositories,
heterogeneous data,
XML and JSON formats
combination of structured and unstructured data

TREC Abstracts

Snapshot of PubMed (or PMC aka Pub Med Central) database
Abstracts of scienti�c publications
~1 000 000 documents (varies yearly)

TREC Clinical Trials

Snapshot of Clinical Trials database
Combination of structured and unstructured data
Semistructured description of conducted clinical trial
~100 000 documents

Jakub Dutkiewicz, Czesªaw J¦drzejek, Artur Cie±lewicz Empirical research on medical information retrieval



Introduction
TREC and BioCaddie

Poznan at TREC and BioCaddie
Methodology
References

Queries and their meaning
Text corpora
Manual jugdement
Evaluation measures

The bioCaddie document
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The TREC Abstract document
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The TREC Clinical Trials document
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Manual Judgements

Number of PM docs signi�cantly larger than a Gene containing docs so a
keyword seach not e�ective
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Manual Judgments

Number of judged documents is signi�cantly lower than total number of
documents.
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Evaluation measures

AP =
n∑

k=1

P(k)∆rel(k) =

n∑
k=1

P(k)rel(k)

#relevant

NDCG =

rel(1)+

n∑
k=2

rel (k)
log2(k)

IDCG
=

rel(1)+

n∑
k=2

rel (k)
log2(k)

1+

n∑
k=2

1
log2(k)

infAP - inferred version of AP

infNDCG - inferred version of NDCG
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Evaluation measures[11, 12]
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Evaluation measures

AP =
n∑

k=1

P(k)∆rel(k) =

n∑
k=1

P(k)rel(k)

#relevant

NDCG =

rel(1)+

n∑
k=2

rel (k)
log2(k)

IDCG
=

rel(1)+

n∑
k=2

rel (k)
log2(k)

1+

n∑
k=2

1
log2(k)

infAP - inferred version of AP

infNDCG - inferred version of NDCG

P@k - precision at k retrieved documents

NDCG@k - normalized discounted cumulative gain at k retrieved
documents
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TREC Poznan Retrieval methodology setup
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Assumptions of our approach

No relations determinantion

Clinical trials always provide evidence for treatment - wrong

Concentrate on new �baseline� for medical tracks (parametrize the
method):

Terrier engine DFR options BB2 or LGD
Word embedding [1]
Weights for QE terms
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TREC PM 2018 Poznan runs

Terrier runs were carried out, using BB2 as ranking function:

BB2_simple_noprf: simple query was put as input for terrier

BB2_simple_w2v_prf: simple query expanded with word2vec was
put as input for terrier; additional expansion was carried out using
terrier pseudo relevance feedback (PRF) BB2_variant_noprf:
variant query was put as input for terrier

BB2_variant_w2v_prf: variant query expanded with word2vec was
put as input for terrier; additional expansion was carried out using
terrier PRF

Jakub Dutkiewicz, Czesªaw J¦drzejek, Artur Cie±lewicz Empirical research on medical information retrieval



Introduction
TREC and BioCaddie

Poznan at TREC and BioCaddie
Methodology
References

Methodology setup
TREC 2018 PM
BioCaddie

TREC PM 2018 Results: Clinical Trials
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Results for various options for the provided Clinical Trials
data runs - infNDCG
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Results for various options for the provided Clinical Trials
data runs - infNDCG
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Variation of measures for each bioCADDIE question: CDJ
Database (2018)
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Poznan consortium results as submitted for the challenge

vs. the best participant results, for a given evaluation measure (in bold
font). The results of this work (the Poznan consortium) are shown in
italic.
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Pearson correlation between measures based on TREC
historical data[7]
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Pearson correlation between measures for bioCADDIE
challenge (indNDCG based on 1000 documents)
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Statistics of evaluated documents

Number of annotated documents in the BioCaddie challenge and ratios
between number of labeled, relevant and all documents.
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BioCaddie queries
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Distilled queries

1 protein sequencing bacterial chemotaxis
2 MIP-2 gene biliary atresia
3 gene TP53INP1 p53 activation
4 in�ammation oxidative stress human hepatic cells
5 gene expression genetic deletion CD69 memory augmentation
6 LDLR gene cardiovascular disease
7 gene expression photo transduction regulation of calcium blind D

melanogaster
8 proteomic regulation of calcium blind D melanogaster
9 ob gene obese M musculus
10 energy metabolism obese M musculus
11 HTT gene Huntington disease
12 neural brain tissue transgenic mice Huntington disease
13 SNCA gene Parkinson disease
14 nerve cells substantia nigra mice
15 NF-κB signaling pathway MG Myasthenia gravis patients
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Distributional hypothesis

"a word is characterized by the company it keeps",

Formulated by Harris in 1954,

Basis of Statistical and Distributional Semantics,

If two di�erent words often appear with similar contexts they are
replaceable by each other, either in document or in a query,

Word2Vec is one of the implementations of the hypothesis.
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Terminology encoder

Figure: Language model architecture - CBOW encoder
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Similarity between words calculated upon their latent
representations

Given latent representations v1 and v2 for words w1 and w2, similarity
between those word is calculated as similarity between the latent word
representations[5].

sim(w1,w2) = sim(v1, v2)

Using the angular de�nition of distance

sim(w1,w2) = cos(v1, v2)

Using the euclidean de�nition of distance:

sim(w1,w2) = 1− d(v1, v2)

If similarity between query word and a candidate word is above given
threshold, the query is expanded with the candidate word. We strictly use
the cosine de�nition of distance and a threshold of 0,8. We use two
separate language models, a classic word2vec model calculated on the
biocaddie text corpus and a version implemented in [1].
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Weights for QE terms - unexplained

Topic terms weight =160
Expanded terms with Korhonen language model weight = 5
Expanded terms language with model from bioCADDIE weight = 1
...

9 ob^160 gene^160 obese^160 m^160 musculus^160 genes^5
normal-weight^5 non-obese^5 overweight^5 obesity^5
overweight/obese^5 Mus^5 lean leptine Lep ghrelin satiety

10 energy^160 metabolism^160 obese^160 m^160 musculus^160
Energy^5 metabolisms^5 normal-weight^5 non-obese^5
overweight^5 obesity^5 overweight/obese^5 Mus^5 lean

11 htt^160 gene^160 huntington^160 disease^160 huntingtin^5
Htt^5 mHtt^5 polyQ^5 ataxin-3^5 genes^5
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Retrieval model

We use the Terrier Information Retrieval implementation[10]

The implementation follows the basic Bayesian model for retrieval

P(Q|D) =
∏
q∈Q

P(D|q)P(Q)

P(D)
∝ logP(Q) + log

∑
q∈Q

P(D|q)

There are several implemented probability models for the conditionals
and priors estimation.
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Retrieval model

We use various Divergence From Randomness models for the
Information Retrieval task

Divergence from randomness model examines the divergence
between distribution of a word in a given document and distribution
of the same word within a set of documents.

An example DFR formula is given by a product of two divergence
functions[9] ∑

i

I1(p̂+i ||p̂i ) · I2(p̂i ||pi )

where p̂ is the frequency of terms in a document, p̂+is a frequency
of the neighbouring terms in a document and p is a prior probability
density function the terms in the entire set.

If pi is similar to p̂i then the term occured �randomly�, term is more
informative, if p̂i�pi .

We use several DFR models, such as BB2, LGD or DPH.[4]
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Calculating the Optimal Queries for a given Query
Relevance �le

Documents annotated as non-relevant DPOSand relevant DNEG

Term usability

ir(ti )DPOS ,DNEG =
idfDPOS (ti )

idfDNEG (ti )
· 1

|idfDNEG − idfDPOS |
Term representativeness

s(ti )DPOS ,DNEG =
tfDPOS (ti )

tfDNEG (ti )
· |tfDNEG − tfDPOS |

Term evaluation scores

score1(ti ,Qj) =
sQj

(ti )

irQj
(ti )

score2(ti ,Qj) =
k1

irQj
(ti )

+ k2 · sQj
(ti )
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The Optimal Queries - results
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Autoencoder for document compression

We plan to use the Autoencoder neural network to generate latent
representation of both queries and documents,

We want to use the idea similar to the one presented in [8],

We train the encoder on both documents and queries,

We compare the latent representations of document to latent
representations of queries, based on that comparison we pick
documents which are similar to queries,

We plan to use several types of word embeddings - speci�cally, a
classical one-hot embedding and word embedding created with an
imlpementation of Distributional Hypothesis (i.e. Paragram, Glove,
Word2Vec),

Recent works report increase of evaluation measures we are
speci�cally interested in - NDCG and MAP[10].
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Autoencoder for document compression (latent
representation generation)
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Variational Autoencoder like approach

We want to optimize term usability and term representativeness for
a given query

Similarily to optimizing the mean and standard deviation in
variational autoencoder

1

1http://mlexplained.com/2017/12/28/an-intuitive-explanation-of-variational-
autoencoders-vaes-part-1/
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Conclusions

Despite very simpli�ed assumption (no evidence for treatment terms
and relations) our new baseline is strong

Pseudo Relevance Feedback (PRF) makes the results worse � we do
not match top documents very well

the best result is vq_noprf option which is signi�cantly better �
(approximately 0.06-0.08 above median for evaluated measures:
infNDCG, R_prec P@10)

With a suitable word2vec method the results are better compared to
query extension using Mesh and disease taxonomies

We need to prepare data for queries from various competitions to
create a reliable machine learning based implementation for
information retrieval
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