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Abstract

We propose a new shared task of semantic re-
trieval from legal texts, in which a so-called
contract discovery is to be performed–where
legal clauses are extracted from documents,
given a few examples of similar clauses from
other legal acts. The task differs substantially
from conventional NLI and shared tasks on
legal information extraction (e.g., one has to
identify text span instead of a single document,
page, or paragraph). The specification of the
proposed task is followed by an evaluation
of multiple solutions within the unified frame-
work proposed for this branch of methods. It is
shown that state-of-the-art pretrained encoders
fail to provide satisfactory results on the task
proposed. In contrast, Language Model-based
solutions perform better, especially when un-
supervised fine-tuning is applied. Besides the
ablation studies, we addressed questions re-
garding detection accuracy for relevant text
fragments depending on the number of exam-
ples available. In addition to the dataset and
reference results, LMs specialized in the legal
domain were made publicly available.

1 Introduction

Processing of legal contracts requires significant
human resources due to the complexity of docu-
ments, the expertise required and the consequences
at stake. Therefore, a lot of effort has been made
to automate such tasks in order to limit process-
ing costs–notice that law was one of the first ar-
eas where electronic information retrieval systems
were adopted (Maxwell and Schafer, 2008).

Enterprise solutions referred to as contract dis-
covery deal with tasks, such as ensuring the in-
clusion of relevant clauses or their retrieval for
further analysis (e.g., risk assessment). Such pro-
cesses can consist of a manual definition of a few
examples, followed by conventional information

Task Legal SI Few-shot

COLIEE + � �
SNLI � � �
MultiNLI � � �
TREC Legal Track + � �
Propaganda detection � + �
THUMOS (video) � + +
ActivityNet (video) � + +
ALBAYZIN (audio) � + �
Contract Discovery (ours) + + +

Table 1: Comparison of existing shared tasks. Most of
the related NLP tasks do not assume Span Identifica-
tion (SI), even those outside the legal domain (Legal).
Moreover, the few-shot setting is not popular within the
field of NLP yet.

retrieval. This approach was taken recently by Nag-
pal et al. (2018) for the extraction of fairness poli-
cies spread across agreements and administrative
regulations.

2 Review of Existing Datasets

Table 1 summarizes main differences between
available challenges. It is shown that most of the re-
lated NLP tasks do not assume span identification,
even those outside the legal domain. Moreover, the
few-shot setting is not popular within the field of
NLP yet.

None of existing tasks involving semantic simi-
larity methods, such as SNLI (Bowman et al., 2015)
or multi-genre NLI (Bowman et al., 2015), assume
span identification. Instead, standalone sentences
are provided to determine their entailment. It is
also the case of existing shared tasks for legal in-
formation extraction, such as COLIEE (Kano et al.,
2017), where one has to recognize entailment be-
tween articles and queries, as considered in the
question answering problem. Obviously, the tasks
aimed at retrieving documents consisting of mul-
tiple sentences, such as TREC legal track (Baron
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A lot of effort has been made to automate 
processing of legal contracts in order to limit its 
costs. Notice that law was one of the first areas 
where electronic information retrieval systems 
were adopted. 

Enterprise solutions referred to as contract discovery deal with 
tasks, such as ensuring the inclusion of relevant clauses or their 
retrieval for further analysis (e.g., risk assessment). 

Such processes can consist of a manual definition of a few 
examples, followed by conventional information retrieval. 

One may expect only a minimal number of examples in a typical 
business case, because the process is performed constantly for 
different clauses, and it is practically impossible to prepare data 
in a number required by a conventional classifier every time.
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Hot example

Situation
Support for the London Interbank 
Offered Rate (LIBOR) benchmark is 
set to expire by 2021.  

LIBOR has been the most widely 
used interest rate in the world; it has 
been used to price assets worth over 
$370 trillion. 

Problem
Many institutions face the risk that 
millions of contracts – even hundreds 
of millions of contracts – will wind up 
invalid or exposed to risk because 
the interest rates they reference are 
formulated in terms of a benchmark 
no longer in play.

Action required
There is a need to locate as many as 
a few dozen passages from each 
contract in question, with particular 
attention to any provisions that 
constitute a so-called fallback clause 
relevant to the replacement of 
LIBOR.



Other
Reserves policy
What are the current financial reserves of the organization and how 
much these reserves should be as assumed?

01. Governing law
The parties agree on which jurisdiction the contract will be subject 
to.

02.

Confidential period
The parties undertake to maintain confidentiality for a certain period 
of time.

04.Auditor opinion
Summary of the opinion of an independent auditor or inspector, 
often in the form of a list of points.

03.

No solicitation
Prohibition of acquiring employees of the other party and 
maintaining business relations with the customers of the other party.

06.Effective date
Information on the date of entry into force of the contract.

05.

Litigation default
Court verdict or administrative decision which charge the company for a 
significant unpaid amount (another from the series of event of default).

08.Merger restrictions
A clause preventing the merger or sale of a company, etc., except 
under certain conditions.

07.



We wished to construct a dataset for testing the mechanisms that detect various types of regulations in legal 
documents.

No formal structure
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Desiderata

Such systems should be able to 
process unstructured text; that 
is, no legal documents 
segmentation into the hierarchy 
of distinct (sub)sections is to be 
given in advance.

Span identification
It is assumed that a searched 
passage can be any part of the 
document and not necessarily a 
complete paragraph, 
subparagraph, or a clause.

No question required
We intended to use a query-by-
example scenario instead of the 
setting where articles are being 
returned as an answer for the 
question specified in natural 
language.

Few-shot evaluation
We wish to propose using this 
dataset in a few-shot scenarios, 
where one queries the system 
using multiple examples rather 
than a single one.
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Towards dataset and shared task

Random subsets of bond 
issue prospectuses and non-
disclosure agreement 
documents from the US 
EDGAR database, as well as 
annual reports of charitable 
organizations from the UK 
Charity Register were 
sampled.

Documents
Clause types depend on the 
type of a legal act and can 
consist of a single sentence, 
multiple sentences or 
sentence fragments. 
We restricted ourselves to 21 
types as a result of a trade-off 
between annotation cost and 
the ability to formulate 
general remarks.

Types determination
Each document was 
annotated by two experts, 
and then reviewed by a 
super-annotator, who decided 
the gold standard. 
SNLI contains less than 1% 
of sentences longer than 20 
words, MultiNLI 5%, whereas 
in the case of clauses, we 
expect to return and consider 
it is 93% (and 77% of all 
spans in our shared task are 
longer than 20 words).

Annotation
Evaluation is performed by 
means of a repeated random 
sub-sampling validation 
procedure. 
We few-shot learning with 1-5 
documents available. Soft F1 
metric on character-level 
spans is used for the purpose 
of evaluation.

Evaluation procedure

600 acts from 3 classes 21 clause types 2,500 spans Few-shot
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Comparison
None of existing tasks involving semantic similarity or  
legal information extraction, assume span identification. 
There are a few NLP tasks where span identification is 
performed, e.g., some of plagiarism detection 
competitions and recently introduced SemEval task. 
When different media are considered, it is equivalent to 
the action recognition in temporally untrimmed videos or 
query-by-example spoken term detection. 
Moreover, the few-shot setting is not popular within the 
field of NLP yet.

Task Legal SI Few-shot

COLIEE + - -
SNLI - - -
MultiNLI - - -

TREC legal track + - -
Propaganda detection - + -
THUMOS (video) - + +
ActivityNet (video) - + +
ALBAYZIN (audio) - + -

Contract Discovery (ours) + + +



The aim of our task is to identify spans in the requested documents representing clauses analogous to the 
spans selected in other documents.
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Task recap

Seeds

TargeW docXmenW

InpXW
SpanV in WaUgeW docXmenW,
UepUeVenWing Whe Vame
claXVe aV Veed VpanV

FeZ VpanV in Vample
docXmenWV

FXll We[W Wo VeaUch in TargeW spans

OXWpXW
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How to solve 
this problem?



We proposed a simple k-NN-based approached as a reference. It assumes segmentation of target documents, 
pre-encoding all candidate segments, and returning a single segment with the highest mean cosine similarity to 
seed examples.
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Baselines

Seed

Vectorize 
(aggregate if needed)

Target Segment .1 .0 .2
.0 .1 .0
.0 .0 .1
.1 .2 .2
.1 .1 .0
.0 .0 .0
.1 .0 .0

Calculate 
similarity

.1

.0

.0

.2

.1

.0

.0

Mean

Return 
TOP1



Static word embeddings with SIF weighting performed similarly to TF-IDF, or better, provided they were trained 
on a legal text corpus rather than on general English.
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TF-IDF and static word embeddings

Segmenter Vectorizer Projector Scorer Aggregator Soft F1

sentence TF-IDF (1–2 grams, binary TF term) — mean cosine — 0.38
tSVD mean cosine — 0.39

sentence GloVe (300d, Wikipedia & Gigaword) — mean cosine mean 0.34
— mean WMD — 0.35
SIF SVD mean cosine SIF 0.37

sentence GloVe (300d, EDGAR) — mean cosine mean 0.36
— mean WMD — 0.35

SIF SVD mean cosine SIF 0.41

TF-IDF with truncated SVD 
decomposition is commonly 
referred to as Latent 
Semantic Analysis. 

SVD in SIF method is used 
to perform removal of 
single common component.



Sentence-BERT and Universal Sentence Encoder could not outperform the simple TF-IDF approach. In cases 
of averaging (sub)word embeddings from the last layer of neural Language Models, the results were either 
comparable or inferior to TF-IDF. The best-performing language models were GPT-1 and GPT-2.
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Language models and sentence encoders

Segmenter Vectorizer Projector Scorer Aggregator Soft F1

sentence Sentence-BERT — mean cosine mean 0.32
USE — mean cosine — 0.38

sentence BERT — mean cosine mean 0.35
GPT-1 — mean cosine — 0.36
GPT-2 — mean cosine — 0.41
RoBERTa — mean cosine — 0.31

Only the best models from 
each architecture are 
presented here.



Fine-tuning on a subsample of a legal text corpus improved the results significantly. LMs seem to benefit 
neither from SIF nor from the removal of a single common component; their performance can, however, be 
mildly improved with a conventionally used decomposition, such as ICA. 
Substantial improvement can be achieved by considering segments different from a single sentence, such as 
n-grams of sentences.
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Fine-tuning and n-grams of sentences

Segmenter Vectorizer Projector Scorer Aggregator Soft F1

sentence fine-tuned GPT-1 — mean cosine mean 0.43
fine-tuned GPT-1 fICA mean cosine mean 0.44
fine-tuned GPT-2 — mean cosine mean 0.44
fine-tuned GPT-2 fICA mean cosine mean 0.45

1-3 sen. fine-tuned GPT-1 — mean cosine mean 0.47
fine-tuned GPT-1 fICA mean cosine mean 0.49
fine-tuned GPT-2 — mean cosine mean 0.46
fine-tuned GPT-2 fICA mean cosine mean 0.51

human 0.84

Range in segmented 
means that any contiguous 
sequence of up to n 
sentences from a given text 
was scored and could be 
returned as a result. 

ICA can be viewed as a 
generalization of PCA to 
non-gaussian data (See 
Ivanov, 2017). 



Future
Multiple results
Baselines assume retrieval of a single, most similar segment, 
whereas it appears that multiple clauses might be returned instead.

01. Scoring policy
All the evaluated methods assume scoring with the policy of 
averaging individual similarities.

02.

Word-level
Performing neither segmentation nor aggregation of word 
embeddings at all, but by matching clauses on the word level instead.

04.Meta-learning
The problem cannot be solved by means of conventional classifiers 
although one can attempt it with, e.g., the prototypical network. 

03.

Idea of yours
https://github.com/applicaai/contract-discovery

05.

https://github.com/applicaai/contract-discovery
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Abstract
This paper investigates various Transformer
architectures on the WikiReading Informa-
tion Extraction and Machine Reading Com-
prehension dataset. The proposed dual-source
model outperforms the current state-of-the-
art by a large margin. Next, we intro-
duce WikiReading Recycled—a newly devel-
oped public dataset, and the task of multiple-
property extraction. It uses the same data as
WikiReading but does not inherit its predeces-
sor’s identified disadvantages. In addition, we
provide a human-annotated test set with diag-
nostic subsets for a detailed analysis of model
performance.

1 Introduction

The emergence of attention-based models has rev-
olutionized Natural Language Processing (Young
et al., 2018). Pretraining these models on large cor-
pora like BookCorpus (Zhu et al., 2015) has been
shown to yield a reliable and robust base for down-
stream tasks. These include Natural Language In-
ference (Bowman et al., 2015), Question Answer-
ing (Rajpurkar et al., 2016), Named Entity Recogni-
tion (Yadav and Bethard, 2018; Goyal et al., 2018;
Li et al., 2020), and Property Extraction (Hewlett
et al., 2016).

The creation of large supervised datasets often
comes with trade-offs, such as one between the
quality and quantity of data. For instance, the
WikiReading dataset (Hewlett et al., 2016) has been
created in such a way that WikiData annotations
were treated as the expected answers for related
Wikipedia articles. However, the above datasets
were created separately, and the information con-
tent of both sources overlaps only partially. Hence,
the resulting dataset may contain noise.

The best models can achieve results better than
the human baseline across many NLP datasets
such as MSCQAs (Wang et al., 2018), STS-B,

QNLI (Raffel et al., 2020), CoLA or MRPC (Wang
et al., 2020). However, as a consequence of differ-
ent kinds of noise in the data, they rarely maximize
the score metric (Stanislawek et al., 2019). While
current work in NLP is focused on preparing new
datasets, we regard recycling the current ones as
equally important as creating a new one. Thus,
after outperforming previous state-of-the-art on
WikiReading, we investigated the dataset’s weak-
nesses and created an entirely new, more challeng-
ing Multi-Property Extraction task with improved
data splits and a reliable, human-annotated test set.

Contribution. The specific contributions of this
work are the following. We analyzed the WikiRead-
ing dataset and pointed out its weaknesses. We
introduced a Multi-Property Extraction task by cre-
ating a new dataset: WikiReading Recycled. Our
dataset contains a human-annotated test set, with
multiple subsets aimed to benchmark qualities such
as generalization on unseen properties. We in-
troduced a Mean-Multi-Property-F1 score suited
for the new Multi-Property Extraction task. We
evaluated previously used architectures on both
datasets. Furthermore, we showed that pretrained
transformer models (Dual-Source RoBERTa and
T5) beat all other baselines. The new dataset and
all the models mentioned in the present paper were
made publicly available on GitHub.1

2 Related Work

Early work in relation extraction revolves around
problems crafted using distant supervision meth-
ods, which are semi-supervised methods that au-
tomatically label pools of unlabeled data (Craven
and Kumlien, 1999). In contrast, many QA datasets
were created through crowd-sourcing, where an-
notators were asked to formulate questions with

1https://github.com/applicaai/multi-p
roperty-extraction
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Keywords:
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A B S T R A C T

The paper presents a novel method of finding a fragment in a long temporal sequence similar to the set
of shorter sequences. We are the first to propose an algorithm for such a search that does not rely on
computing the average sequence from query examples. Instead, we use query examples as is, utilizing all of
them simultaneously. The introduced method based on the Dynamic Time Warping (DTW) technique is suited
explicitly for few-shot query-by-example retrieval tasks. We evaluate it on two different few-shot problems
from the field of Natural Language Processing. The results show it either outperforms baselines and previous
approaches or achieves comparable results when a low number of examples is available.

1. Introduction

This work bridges Information Retrieval, Natural Language Pro-
cessing, Dynamic Programming, and Machine Learning, introducing
a novel approach to identifying text spans with semantic matching.
Although the method can retrieve any sequential information from
an untrimmed stream, this paper demonstrates application to diverse
problems involving text in natural language.

Let us start by observing that a substantial proportion of retrieval,
detection, and sequence labeling tasks can be solved using sub-sequence
matching. However, so far, no mainstream methods tackle the problem
this way.

Consider the case of Named Entity Recognition (also referred to
as entity identification, entity chunking or entity extraction, NER) – a
task of locating and classifying spans of text associated with real-world
objects, such as person names, organizations, and locations, as well as
with abstract temporal and numerical expressions such as dates (Goyal
et al., 2018; Li et al., 2018; Yadav & Bethard, 2018).

The problem is commonly solved with trained models for structured
prediction (Huang et al., 2015; Lample et al., 2016). In contrast,
we propose to solve it in a previously not recognized way: to use
word embeddings (see Section 5.2.1) directly, performing semantic sub-
sequence matching. In other words, determine a sentence span similar
to named entities provided in the train set, with no training required
beforehand. In some cases, for instance, when few-shot scenarios are

< Corresponding author.
E-mail addresses: lukasz.borchmann@applica.ai (ä. Borchmann), dawid.jurkiewicz@applica.ai (D. Jurkiewicz), filip.gralinski@applica.ai (F. Grali´ski),

tomasz.gorecki@amu.edu.pl (T. Górecki).
1 Equal contribution.

considered (where only a few examples are available), this approach
may be beneficial (problem was investigated in Section 6.2).

Other examples can be found in the field of Information Retrieval
(IR). When text documents are considered, the typical IR scenario is
a provision of ranked search results for a given text query entered by
a user. Search results can be either full documents or spans of texts,
and each of the mentioned scenarios poses different challenges (Mitra
& Craswell, 2018).

Many modern approaches to Information Retrieval rely on a
straightforward comparison of dense embeddings representing query
documents and candidate documents, determining optimal results using
k-nearest neighbor search (Boytsov et al., 2016; Brokos et al., 2016;
Gysel et al., 2018; Kim et al., 2017; Schmidt et al., 2019). When such
end-to-end retrieval systems are considered, the main question becomes
how to determine reliable representations of documents (Gillick et al.,
2018).

To take the approach to Information Retrieval described above,
one has to already know the boundaries of units to be returned,
e.g., assume sentences or paragraphs should be considered as possible
results. A more challenging problem arises when we do not search for
a predefined text fragment (e.g., entire document or whole sentence)
but are expected to return any possible and adequate sub-sequence in
a document (e.g., few sentences, several words, or even one word).
This is the case for many real-world scenarios, where documents lack
accessible formal structure, and one is expected to determine spans in

https://doi.org/10.1016/j.eswa.2020.114344
Received 30 July 2020; Received in revised form 25 October 2020; Accepted 16 November 2020
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Applica.ai Zajęcza 15, 00-351 Warsaw, Poland
firstname.lastname@applica.ai

Abstract

This paper presents the winning system for the propaganda Technique Classification (TC) task
and the second-placed system for the propaganda Span Identification (SI) task. The purpose of
the TC task was to identify an applied propaganda technique given propaganda text fragment.
The goal of SI task was to find specific text fragments which contain at least one propaganda
technique. Both of the developed solutions used semi-supervised learning technique of self-
training. Interestingly, although CRF is barely used with transformer-based language models,
the SI task was approached with RoBERTa-CRF architecture. An ensemble of RoBERTa-based
models was proposed for the TC task, with one of them making use of Span CLS layers we
introduce in the present paper. In addition to describing the submitted systems, an impact of
architectural decisions and training schemes is investigated along with remarks regarding training
models of the same or better quality with lower computational budget. Finally, the results of error
analysis are presented.

1 Introduction

The idea of fine-grained propaganda detection was introduced by Da San Martino et al. (2019), whose
intention was to facilitate research on this topic by publishing a corpus with detailed annotations of high
reliability. There was a chance to propose NLP systems solving this task automatically as a part of this
year’s SemEval series. It was expected to detect all fragments of news articles that contain propaganda
techniques, and to identify the exact type of used technique (Da San Martino et al., 2020).

The authors decided to evaluate Technique Classification (TC) and Span Identification (SI) tasks sepa-
rately. The purpose of the TC task was to identify an applied propaganda technique given the propaganda
text fragment. In contrast, the goal of the SI task was to find specific text fragments that contain at least
one propaganda technique. This paper presents the winning system for the propaganda Technique Clas-
sification task and the second-placed system for the propaganda Span Identification task.

2 Systems Description

Systems proposed for both SI and TC tasks were based on RoBERTa model (Liu et al., 2019) with
task-specific modifications and training schemes applied.

The central motif behind our submissions is a commonly used semi-supervised learning technique
of self-training (Yarowsky, 1995; Liao and Veeramachaneni, 2009; Liu et al., 2011; Wang et al.,
2020), sometimes referred to as incremental semi-supervised training (Rosenberg et al., 2005) or self-
learning (Lin et al., 2010). In general, these terms stand for a process of training an initial model on a
manually annotated dataset first and using it to further extend the train set by automatically annotating
other dataset. Usually, only a selected subset of auto-annotated data is used, however neither selection
of high-confidence examples nor loss correction for noisy annotations is performed in our case. This is
why it can be considered a simplification of mainstream approaches—the naïve self-training.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://creati
vecommons.org/licenses/by/4.0/.
⇤ Equal contribution. Author order determined by a coin flip.
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Abstract

In this paper we introduce a novel approach to the problem of understanding documents

where the local semantics is influenced by non-trivial layout. Namely, we modify the Trans-

former architecture in a way that allows it to use the graphical features defined by the

layout, without the need to re-learn the language semantics from scratch, thanks to starting

the training process from a model pretrained on classical language modeling tasks.

1 Introduction

The inherent sequential structure of natural language leads to the usual practice of treating text
as a sequence of tokens, characters, or—more recently—subword units. In many problems related
to Natural Language Processing (NLP), this linear perspective was enough to enable significant
breakthroughs, such as the introduction of the Transformer neural architecture [Vaswani et al.,
2017]. This linear perspective currently remains as the basis of the state-of-the-art models in
NLP problems. Interestingly, contrary to recurrent neural networks, the sequential nature of
language is not reflected directly in the Transformer network architecture.

In this setting, the task of computing token embeddings is solved by Transformer encoders,
such as BERT [Devlin et al., 2019] and its modifications such as RoBERTa [Liu et al., 2019b], or
ALBERT [Lan et al., 2019]. These encoders achieved top scores on the GLUE benchmark [Wang
et al., 2019]. Other, non-BERT-derived architectures include Transformer-XL [Dai et al., 2019],
XLNet [Yang et al., 2019], GPT [Radford, 2018], and GPT-2 [Radford et al., 2019].

They all deal with problems arising in texts defined as sequences of words. However, in many
cases a structure more intricate than just a linear ordering of tokens is available. This is the
case for printed or richly formatted documents, where relative vertical and horizontal positions
of tokens contained in tables, spacing between paragraphs, or different styles of headers, all
carry useful information. After all, the very goal of endowing texts with non-trivial layout and
formatting is to improve readability.

⇤The authors ŁG, RP, TS, and BT have equally contributed to the paper and are listed in alphabetic order.
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