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Abstract
The paper presents a manually annotated corpus of Polish quantificational expressions. The quantifier annotation was conducted on top
of existing gold-standard data for Polish as its separate layer. This short paper limits itself to the presentation of the process of building
the corpus, however, the resource is part of a broader ongoing project and serves as a preliminary step towards further research in the
distribution of semantic properties in the Polish quantificational system.
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1. Overview
The paper presents a manually annotated corpus of quan-
tificational expressions of Polish. The corpus is a new sep-
arate layer of annotation in the gold-standard 1.2 million
tokens large subcorpus of the National Corpus of Polish
(NKJP1M, (Przepiórkowski et al., 2012), (Przepiórkowski
et al., 2012)). It is a balanced set of short samples (ap-
prox. 40-60 words long) representing different text gen-
res and available on GNU GPL. It is the most widely used
resource for Polish in standard NLP and machine learning
tasks covering automatic annotation of various levels. Its
annotation features adjudicated sentence- and word-level
segmentation, morphosyntactic description, shallow pars-
ing (syntactic words and groups) and named entity descrip-
tion, as well as limited word sense disambiguation. Thus the
quantificational layer contributes to the semantic level of the
gold-standard annotation of the dataset and at the same time
may benefit from the existing morphological and syntactic
layers.
The paper describes the process of manual annotation of
the corpus regarding quantificational expressions and their
features. The corpus will serve as a referantial data set as
well as training data for machine learning classifier.

2. Related work
According to our knowledge, there were no previous at-
tempts at the manual annotation of quantifiers in any lan-
guage so the presented corpus is a pioneer work in the field.
However, two works had an important impact on the pre-
sented project.
First of the two is an extensive two-volume survey of the
quantificational expressions from the cross-linguistic per-
spective (Keenan and Paperno, 2012; Paperno and Keenan,
2017). In the introductory chapterQuantifier Questionnaire
many useful distinctions and guidelines for recognizing and
describing quantifiers were specified. Polish was not in-
cluded among 34 languages presented in the survey. The
genetically and typologically closest language considered in
both volumes was Russian as the only Slavonic language.
The other important source of motivations was a pilot study
by (Szymanik and Thorne, 2017) in which the authors inves-
tigate the frequencies of thirty-six most common quantifiers
in English in The WaCky corpus (Baroni et al., 2009). The

authors have shown that semantic complexity (Szymanik,
2016) contributes to the explanation of the differences in
frequency distributions. The major limitation of this study
is the restriction to the small group of English quantifiers.
The corpus described in the current paper will allow, for in-
stance, to refine the results of (Szymanik and Thorne, 2017)
by counting all the quantifiers that occur in a corpus with
their semantic features, including semantic complexity, and
recognizing the stronger statistical patterns.

3. Quantifiers
By quantifier or quantificational expression, we understand
a natural language expression indicating quantity which ex-
tensionally can be represented as a relation between two
sets (properties),Q(A,B). Mathematically speaking, there
are other possible types of generalized quantifiers, however,
quantifiers taking two properties as their arguments are def-
initely the most common across natural languages (Peters
and Westerståhl, 2006). Actually, there is no agreement
among linguists whether the more complex quantifiers are
even expressed in any natural language.
The annotators’ task was to identify a quantifier, describe
it’s four features and determine the quantifier’s scope. By
convention we have decided to annotate a maximal nominal
phrase as a scope of D-quantifier and a full verbal form (in-
cluding potential negation particles, reflexive morphemes
and auxiliaries) as a scope of A-quantifier. The annotation
scheme does not enforce marking scope for every quanti-
fier as it may be omitted in the text. The scope may be also
shared by more than one quantifier.
The most important part of the annotation is specifying fea-
tures of each quantifier in terms of four categories described
in the annotators’ manual and presented briefly in the fol-
lowing subsections.

3.1. D- and A-quantifiers
The first category distinguishes D-quantifiers from A-
quantifiers (Bach et al., 1995; Partee, 1995). This feature
of quantifiers refers to a syntactic and predicate structures
in which the quantifier occurs. In the predicate-argument
structure of an utterance D-quantifiers form expressions that
are predicates (nominal phrases), but A-quantifiers directly
build or modify predicates. This semantic distinction is
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also reflected in purely syntactic functions of the expres-
sions: D-quantifiers are usually nouns, adjectives or nu-
merals, whereas A-quantifiers are verb modifiers: verbal af-
fixes, auxiliary verbs, or adverbs. In the context of our cor-
pus A-quantifiers are almost exclusively adverbial phrases
or functionally adverbial idiomatic expressions. Among the
most frequent once are mostly temporal adverbs such as za-
wsze ‘always’, nigdy ‘never’, często ‘often’, czasem/czasami
‘sometimes’. There exist interpretations of some verbal pre-
fixes as A-quantifiers in Slavonic languages (i.e. Russian,
(Paperno, 2012)) which can be also applied to Polish, in
practice however they are rare in texts and did not occur in
our corpus despite the fact that certain examples of such pre-
fixal quantifiers were explicitly given in the annotation man-
ual, as in the following example of verbal prefix na- which
has cumulative meaning:

(1) Do
To

pokoju
room

na=wlatywało
na=flew

komarów.
mosquitoes.GEN

‘A lot of mosquitoes flew into the room.’

3.2. Universal, existential, proportional
The second category distinguishes between existential (in-
tersective), e.g., some, universal (co-intersective), e.g., all,
and proportional quantifiers, e.g. many. The criteria for
distinguishing the three are extensional and adopted after
(Paperno and Keenan, 2017). For Q being a quantifier and
A, B sets, Q(A)(B) is determined by A ∩ B, that is the
set of As that are Bs, then Q is existential (intersective). If
Q(A)(B) depends on the property A−B, that is the set of
As that are not Bs, then Q is universal (co-intersective). If
Q(A)(B) depends on the proportion of As that are Bs, that
is |A ∩B|/|A|, then Q is proportional.
Among existential quantifiers, we also distinguish a class of
numeral quantifiers (unmodified numerals), e.g. 5, which
are restricted only to quantifiers expressed by a number. The
motivation for the additional value of the category is purely
practical and technical: numeral quantifiers are one of the
most frequent in texts and relatively less interesting somark-
ing them with a separate label provides an easy way to filter
them out. So far we did not distinguish among existential
quantifiers a separate class of modified numerals (e.g. more
than 5), which would be a possible future extension. In line
with (Szymanik and Thorne, 2017) complexity analysis we
expect that existential and universal quantifiers will be most
frequent followed by the the proportional quantifiers.

3.3. Monotonicity
The third category described for each quantifier is its left
and right monotonicity. Both are tested independently for
each quantifier and the category can take one of three values:
increasing, decreasing and non-monotonic. A quantifier Q
is upward monotone (increasing) in its left (respectively,
right) argument if and only if, for any setsA,B,C andD, if
A is a subset ofC andB is a subset ofD, thenQ(A,B) en-
tails Q(C,B) (respectively, Q(A,B) entails Q(A,D)). As
the value of the property might not be determined directly in
the context of a corpus utterance, the annotators were pro-
vided diagnostic sentences for testing monotonicity of the
quantifiers.

Right monotonicity is absolutely crucial for semantic re-
search. First of all, (Barwise and Cooper, 1981) proposed
right monotonicity as one of the semantic universals, prop-
erty that every language of the world satisfies. The proposed
generalization can be formulated as all simple D quantifiers
are right monotone. Therefore, we expect that all (or almost
all) monomorphemic D quantifiers in our corpus should be
right monotone. Furthermore, there is ample psycholin-
guistic evidence that right downward monotone quantifiers
are harder to process for humans (reasoning, comprehen-
sion, verification, and acquisition), see, e.g., (Szymanik,
2016) for an overview or (Deschamps et al., 2015) for re-
cent experimental evidence. One possible explanation asso-
ciates this extra complexity with a lower overall frequency
of right downward monotone quantifiers. Our corpus will
allow comparing the frequencies of downward and upward
monotone quantifiers.

3.4. Comparison type
Finally, the last feature described in the annotation is the
comparison type. Each quantifier can be either positive,
comparative, or superlative. Modified numerals come in
two, semantically equivalent, flavors: comparative, e.g.,
more than, fewer than and superlative, e.g., at least, at most.
(Geurts et al., 2010) have provided evidence that superlative
quantifiers are harder to process than comparative quanti-
fiers. Thus, as in the case of monotonicity, it would be inter-
esting to compare the frequency of the two types ofmodified
numerals.

3.5. Possible extensions
The list of categories can be obviously extended, depend-
ing on the research goals. For instance, among existential
quantifiers, one may wish to distinguish value judgments,
e.g., “Enough members attended to constitute a quorum”
(Keenan and Paperno, 2012) and among non-monotone
quantifiers, one may want to distinguish connected quanti-
fiers, e.g., “between 5 and 7” (Chemla et al., 2019). Further-
more, building on already determined quantifier features
one may want to focus, for instance, on morphosyntactically
complex quantifiers, like already mentioned modifications
but also boolean combinations, exception phrases (all but
students), bounding phrases (twice a day), or partitive con-
structions (most of the) (Paperno and Keenan, 2017). The
tagging system could be also extended by other quantifier
properties known in the literature, like extensionality (Pe-
ters and Westerståhl, 2006). Some of those extensions may
be carried out automatically or semi-automatically.

4. Annotation and tools
Since there were no attempts at the annotation of quantifiers
so far and there are no specific guidelines established, we
have decided to follow the general best practices in manual
corpus annotation. Each sample in the corpus was anno-
tated simultaneously by two independent annotators. Con-
flicts between the twowere resolved by an additional adjudi-
cator. Since the quantifier theory involves interdisciplinary
research originating in logic and linguistics we have decided
to recruit annotators with different backgrounds and divide
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them into two teams. The first team consisted of cogni-
tive science undergraduate students. Most of them had no
previous experience with linguistic annotation of any kind
but had stronger background in logic. According to the
recruitment process, they needed to complete at least four
semesters of formal logic courses to be hired in the project.
The second team consisted of four qualified linguists (grad-
uates in Polish philology), experienced in various kinds of
linguistic annotations: morphological, syntactic and seman-
tic, but with no background in logic. Each sample was an-
notated by one annotator from each of the teams to diver-
sify insights and reduce oversights in the corpus material.
This approach, however, provokes many conflicts between
the annotators and brings more work two the adjudicator
as the vast majority of samples required adjudicator’s in-
tervention. Nevertheless, we believe that by recruiting two
teams of annotators with different educational backgrounds
we were able to identify all the possible quantificational ex-
pressions in the data set (sometimes even redundantly) and
for that reason, any future extension of the annotation will
be much faster and easier. The annotators had also access
to a dedicated mailing list, where they could ask questions
and discuss problems concerning their work.
The annotation was conducted in the web-based application
WebAnno (Eckart de Castilho et al., 2016) designed for dif-
ferent types of linguistic annotation (fig. 1). WebAnno is
based on Java and SQL database, so it has quite standard
requirements, which makes it relatively easy to run and op-
erate. The application allows for sharing different projects
in one installation, however managing thousands of small
samples is less efficient than expected.
During the process of annotation, the annotators had access
to some information from other layers NKJP1M, namely:
morphosyntactic tags and some selected surface syntactic
groups that could be indicators of quantificational usage of
an expression. The syntactic groups are limited only to ad-
verbial groups (which could be A-quantifiers) and numeral
groups (which most likely is an existential numeral quanti-
fier). However, as we treat quantifiers primarily as semantic
units annotators were not bound to those distinctions from
other non-semantic layers and are even free to switch off that
information from their view if they do not consider it useful.

5. Basic statistics
So far the annotationwas completed by the team of linguists.
The other team’s work is still ongoing but has reached ap-
prox. 70% of the overall task and is expected to finish soon.
For that reason, numbers provided below refer only to the
annotation executed by the linguistic team but in the final
version of the paper, they will be updated by the full version
of the annotation including adjudication together with inter-
annotator agreement coefficient. The work is expected to be
concluded by the end of January 2020.
The NKJP1M corpus consists of 18,484 short samples (40-
60 words long each). In 11,920 (64.5%) at least one quanti-
fier was annotated. In total 23,165 quantificational expres-
sions were annotated, which is 1,25 on average in each sam-
ple.
As it was expected, the most numerous group among the
quantifiers are unmodified numerals constituting 30.5% of

all units. D-quantifiers are ten times more frequent than A-
quantifiers (21063 to 2101). Existential quantifiers (8003)
are more frequent than universal ones (4866) which are
again more frequent than proportional (3199) which is
consistent with the semantic complexity prediction men-
tioned in the introduction (Szymanik and Thorne, 2017).
Comparative and superlative comparison types occur only
marginally in the corpus with 229 and 106 occurrences re-
spectively, again comparatives are more frequent than su-
perlatives as expected (Geurts et al., 2010).
As our experience shows, the monotonicity property is the
hardest to annotate and brings the most errors to the data,
which will need to be corrected in the process of adju-
dication. However, a preliminary review of the annota-
tion regarding monotonicity confirms the general expecta-
tions. Right non-monotone quantifiers are almost absent in
the data and those that occur are either false positives (an-
notation errors) or very specific quantifiers such as kilka,
kilkanaście, kilkadziesiąt, kilkaset meaning ‘more than X
and less than Y’ (e.g. kilkanaście means ‘between ten and
twenty’) and their A-type counterpart (kilkakrotnie, kilku-
nastokrotnie). Furthermore, the preliminary data shows that
the number of downward monotone quantifiers is compara-
ble to the number of upward monotone quantifiers suggest-
ing that the psycholinguistic effect of monotonicity may not
be due to the relative frequencies as is often conjectured in
the literature (Degen and Tanenhaus, 2019).

6. Conclusions and future work
The first step in future work with the annotated corpus is an
insightful analysis of the annotated units with respect to pos-
sible extensions of the quantifier description. The four cate-
gories considered in our project are by no means exhaustive
and there are many other possible features of quantifiers that
could be added in the extended annotation, see section 3.5.
The manually annotated data will also serve as a training
corpus for a machine learning classifier aimed at the auto-
matic annotation of quantifiers in large corpora. Based on
the annotation we are planning to carry an extensive corpus-
based analysis of quantifiers distribution in Polish. One nat-
ural direction would be repeating the research on seman-
tic complexity conducted by (Szymanik and Thorne, 2017).
The biggest weakness of their analysis was the restriction to
36 most common quantifiers. Using our corpus we could
have much broader coverage, approximating all quantifier
expressions in Polish, and therefore any statistical general-
ization about the influence of various semantic factors on
linguistic distribution would be more robust. Also, such
analysis would be based on a significantly typologically dif-
ferent language than English. Furthermore, an additional
factor of text genre could be taken into account.
The corpus will be available on the web both as a separate
layer of annotation together with the whole NKJP1M in-
dexed in the corpus search engine and as an XML source
tarball for processing in other projects. The corpus will be
indexed in MTAS (Brouwer et al., 2017), a multi-tier an-
notation search engine which allows for indexing multiple
layers of annotation. The quantifier layer will be accessible
from the Corpus Query Language together with other layers
of annotation, which will enable searching for alignments
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Figure 1: An example of annotated sample with one quantifier wszystkie ‘all’ in WebAnno web application. The two
annotators agree with each other with respect to quantifier and its features, the conflict concerns only the scope of the
quantifier. The second annotator marks full nominal phase, as required in the manual.

between grammatical and quantificational layers.
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