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Why Disinformation
Cannot Be Ignored

Will the Green Deal ban growing your
own vegetables and fruit? 

Is President Nawrocki kissing his advisor?

Misinformation is a threat to
society – let’s not pretend

otherwiseClear societal direct and indirect
impact:

Changes real-world
behaviour.
Shapes public opinion and
trust in institutions.
Fuels violence and unrest.

Dis/misinformation is a meta-risk



The Why and How of Disinformation  
Disinformation

Disinformation: 
defined as false, inaccurate, or misleading information designed, presented, and
promoted to intentionally cause public harm or for profit. (de Cock Buning, 2018).

Disinformation vs. Misinformation

Disinformation is defined as false, inaccurate, or misleading information designed, presented,
and promoted to intentionally cause public harm or for profit (de Cock Buning, 2018).

Misinformation is defined as unintentionally false, inaccurate, or misleading information.



The Why and How of Disinformation  
Research Objective 

Main Objective: 
Improve the detection of disinformation, with a focus on identifying manipulation
and malicious intent in a monolingual and multilingual textual data.

Disinformation detection is a complex task that, according to most definitions, involve intent
to harm and faulty or manipulative arguments.

We propose to break the problem down and isolate two components: 
persuasion techniques (faulty reasoning) - The How of Disinformation
and malicious intent - The Why of Disinformation



Manipulation Techniques

Persuasion Techniques

Propaganda Techniques 

Manipulation and persuasion have many techniques in common,
but manipulation is created with malicious intent (Paine et al.

1989). Persuasion also may affect the credibility of information.

The detection of persuasion overlaps to a large extent with
work on the detection of propaganda. Persuasion techniques
and propaganda techniques are often used interchangeably

(Piskorski et al., 2023).

Disinformation
Narratives

Malicious Intent
Corresponds to several disinformation
narratives.  Intention encapsulates the

broader goal of the author, which guides
specific narratives used to achieve that goal.

Disinformation narrative we define as a
repeating pattern found in several

disinformative articles.



Datasets: Building the Foundation



MIPD: Manipulation and Intention in
Polish Disinformation

High quality, novel Polish dataset focused on
understanding disinformation.

Detecting the Genre, the Framing, and 
the Persuasion Techniques in Online
News in a Multilingual Setup

News articles with persuasion techniques at
paragraph level.

Automatic Detection and Characterization
of Propaganda Techniques and Narratives
from Diplomats of Major Powers

Tweets from diplomats with propaganda
techniques.

MultiDis: Multitopic English
Disinformation Dataset

Comprises nearly 2,000 English articles on
European and global disinformation.

EUDisinfo: Pro-Kremlin disinformation

Collected with usage of the EUvsDisinfo
database.

MALINT: MALicious INTention Dataset

Comprises about 1600 English disinformation
articles with malicious intent labels.



Three-stage annotations:
Disinformation: Identifying content as disinformative / credible / hard-to-say.
Manipulation Techniques: 11 distinct techniques, e.g., Exaggeration, Whataboutism
Malicious Intention: 9 types, including Undermining Institutions, Promoting Stereotypes

Thematic Categories: Topics like COVID-19, Climate Crisis, Migration.
We created annotation guidelines enabling extension of our dataset in other languages.

MIPD 
Manipulation and Intention in Polish Disinformation 

Our MIPD dataset is the first high-quality corpus specifically designed to analyze
disinformation within the context of malicious intent and manipulation techniques.



MIPD 
Example Results and Article

Manipulation Techniques

Disinformation

Paper presented at EMNLP Main Conference, Miami 2024



Malicious intent categories:
Undermining the Credibility of Public Institutions [UCPI]
Changing Political Views [CPV]
Undermining International Organizations and Alliances [UIOA]
Promoting Social Stereotypes/Antagonisms [PSSA]
Promoting Anti-scientific Views [PASV]

MALINT
MALicious INTention Dataset 

Our MALINT dataset is the first English high-quality corpus designed to analyze
disinformation within the context of malicious intent.

What is novel about this dataset?
First English human-annotated dataset with disinformation and malicious intent
We present all annotation including intermediate annotations



MALINT
Example Results and Article

Malicious intent categories:
Undermining the Credibility of Public Institutions [UCPI]
Changing Political Views [CPV]
Undermining International Organizations and Alliances [UIOA]
Promoting Social Stereotypes/Antagonisms [PSSA]
Promoting Anti-scientific Views [PASV]

Paper under review



SlavicNLP 2025
Detection and Classification of Persuasion
Techniques in Parliamentary Debates and Social Media

The task was structured into two subtasks: 
Detection, to determine whether a given text fragment
contains persuasion techniques, and 
Classification, to determine for a given text fragment which
persuasion techniques are present therein using a
taxonomy of 25 persuasion technique taxonomy

Dataset with Parliamentary Debates and Social Media for ACL
co-located SlavicNLP Workshop

Persuasion Detection

Persuasion Classification



Persuasion and Intent-Augmented
Reasoning for Enhanced
Disinformation Detection



Persuasion and Intent-Augmented
Reasoning
Motivation

Psychological studies show that teaching individuals to recognize persuasive
fallacies improves their ability to distinguish between real and fake news
(Hruschka et al. 2023, PLoS One)

Inoculation theory suggests that, just as people can be protected against viruses through
vaccines, they can also be “vaccinated” to resist persuasive messages (McGuire et al., 1964). 
An inoculation message has two parts: 

a threat - alerts individuals that a persuasive attack is coming (Lewandowsky et al., 2017) 
refutational preemption (prebunking) - involves providing people with arguments or
tools to resist persuasive attacks, helping them better recognize and respond to such
attempts (Pfau et al., 2005)



PCoT
Persuasion-Augmented Chain of Thought for Detecting Fake News and
Social Media Disinformation

Main Objective: 
Does incorporating knowledge of persuasion strategies into
LLMs enhance their disinformation detection performance?

A critical aspect of disinformation is its coexistence with manipulation
and persuasion to mislead audiences.

“PCoT: Persuasion-Augmented Chain of Thought for Detecting Fake
News and Social Media Disinformation”, 
Modzelewski et al., ACL 2025, Vienna, Austria



Persuasion-Augmented Chain of Thought 
A Two-Stage Method

I Stage:
An LLM is prompted to perform multi-faceted
reasoning by analyzing persuasion strategies within
the text.

II Stage:
The second stage performs the disinformation
detection task, enriched by the previously generated
analysis of persuasion strategies.



I Stage:
For the first stage, we developed prompts that incorporate knowledge of
persuasion strategies. Persuasion strategies used in our study presented by
Piskorski et al. at ACL 2023:

Attack on reputation 
Justification 
Simplification 
Distraction
Call 
Manipulative wording

PCoT: A Two-Stage Method

Objective: Multi-label zero-shot detection of
persuasion strategies with contextual explanations
per each persuasion strategy.

Finding: Using a single prompt to identify all
persuasion strategies was more effective than
separate prompts for each strategy’s binary
classification.



II Stage:
The previously generated analysis of persuasion strategies, which includes the
determination of whether a persuasion strategy is present in the text and a contextual
explanation for its presence, is passed to the second stage, along with a prompt for the
task of detecting disinformation.

We have chosen three competitive methods from Lucas et al. (2023) that served as
baselines, allowing us to evaluate the effectiveness of PCoT: VaN, Z-CoT, DeF-SpeC

Objective: Zero-shot binary classification of disinformation.

PCoT: A Two-Stage Method



 Datasets Used in our Study

High-quality datasets used in the study:

MultiDis - English dataset that includes multiple
thematic categories.
EUDisinfo is a newly constructed dataset
containing recent and up-to-date examples.
CoAID - fake news and social media disinformation.
ECTF - social media disinformation, posts from X
platform (former Twitter).
ISOT Fake News - A dataset of 44k+ fake and
reliable articles from reputable and unreliable
sources, identified via Politifact.

PCoT was evaluated on 4 groups of texts:
Fake News
Social Media Disinformation
Prior Cutoff Data 
Post Cutoff Data



Persuasion-Augmented Chain of Thought
Results

Competitive methods
presented by Lucas et al.
at EMNLP 2023 and taken
as baselines: 

VaN
Z-CoT
DeF-SpeC

Models used for
evaluation of PCoT:

GPT 4o Mini, 
Llama 3.1 8B, 
Claude 3 Haiku, 
Llama 3.3 70B,  
Gemini 1.5 Flash

Evaluation Metric for all
experiments: 
F1 score



Persuasion-Augmented Chain of Thought
Further Evaluation

Overall F1 scores of different prompting
methods on five datasets.

Overall F1 scores for PCoT-enhanced models
vs. OpenAI reasoning models on five datasets.

Comparison of average F1 scores and standard
deviations between Base prompts and PCoT
without persuasion strategy augmentation.



Persuasion-Augmented Chain of Thought
Findings

Four specific persuasion strategies are
particularly characteristic for
disinformation: Attack on reputation,
Simplification, Distraction, and
Manipulative wording.

Infusing persuasion knowledge improves generative
LLMs’ disinformation detection, especially for
long texts and data not seen during training.

Persuasion is more commonly used
in disinformation than in credible
information, though a significant
proportion of credible content also
contains persuasion.

Detecting disinformation is particularly challenging in
texts where no persuasion strategy has been
predicted.



MALINT
MALicious INTent Dataset and Inoculating LLMs for Enhanced
Disinformation Detection

One of the main objectives: 
Does incorporating knowledge of intent into LLMs enhance their
disinformation detection performance?

The second critical aspect of disinformation is its maliciously
intentional promotion



Intent-Augmented Chain of Thought
Results

Models used for
evaluation of PCoT:

GPT 4o Mini, 
GPT 4.1 Mini
Llama 3.3 70B,  
Gemini 2.0 Flash
Gemma 3 27B it

Evaluation Metric for all
experiments: 
F1 score

Competitive methods
presented by Lucas et al. at
EMNLP 2023 and taken as
baselines: 

VaN
Z-CoT
DeF-SpeC



Disinformation Narratives:
Evaluating and Mining with LLMs



EU DisinfoTest
Benchmark for Evaluating LLMs’ Ability to Detect Disinformation Narratives

Reminder: We define disinformation narrative as a repeating
pattern found in several disinformative articles.

EU DisinfoTest Benchmark informed by EU DisinfoLab research
and created through a Human-in-the-Loop approach includes
over 1,300 narratives that incorporate three modes of persuasion



EU DisinfoTest
Impact of Modes of Persuasion on Disinformation
Narrative Detection

In the Base scenario, most models reliably identify
disinformation, as indicated by an average TNR of 0.95
The ability to detect disinformation narratives under Pathos
slightly improves, with the TNR at 0.97
Under influence of the Logos the ability to detect
disinformation shows significant drop, with the TNR dropping
by an average of 15 p.p. from the Base.
The introduction of Ethos also affect the ability to detect
disinformation, with a substantial 28 p.p. decrease in the TNR
from the Base.



EU DisinfoTest
Impact of Modes of Persuasion on Disinformation
Narrative Detection

In the Base scenario, an average TPR is equal to 0.91.
In the Pathos scenario, TPR notably decreases to an average
of 0.69 for all models, a 23 p.p. reduction from the Base
scenario.
Under the influence of Logos persuasion, there is a moderate
impact on the ability of models to detect credible statements,
with the TPR decreasing by an average of 6 p.p. compared to
the Base scenario.
The introduction of Ethos improves the models’ ability to
identify credible statements, with the TPR rising by an average
of 1 p.p. compared to the Base



EU DisinfoTest
Impact of Modes of Persuasion on Disinformation
Narrative Detection

Paper presented at EMNLP 2024
Finidngs Conference in Miami

Ethos enhances the perceived credibility of the analyzed narratives - Notable
decrease in the models’ ability to detect basic disinformation by an average
of 28%, alongside a slight improvement in detecting credible narratives.
Pathos shows an opposite influence, reducing the overall perceived
credibility of the narratives. This suggests that infusing texts with emotional
content makes them more susceptible to being misidentified as
disinformation.
Logos primarily reduces the TNR, but it can also lower the TPR. It may
introduce the complexities that confuse the model in both scenarios.



Disinformation Narrative Mining with LLMs
DiNaM

Identify false information: DiNaM identifies false information by first filtering fact-checking articles that conclude
the claim being reviewed is false, and then extracting instances of the false information from these articles.
Cluster false information: DiNaM groups identified false information into clusters based on semantic similarities.
Derive narratives: For each cluster, DiNaM synthesizes patterns of information into disinformation narratives.

Reminder: We define disinformation narrative as a repeating pattern found in several disinformative articles.



Disinformation Narrative Mining with LLMs
DiNaM

We manually categorized the narratives discovered by
DiNaM into seven main topics.
This categorization enabled us to track the evolution of
disinformation topics in response to real-world events.
 In 2020, as the COVID-19 pandemic unfolded,
disinformation narratives related to the virus emerged.
In 2022, as the war between Ukraine and Russia escalated,
disinformation surrounding the conflict intensified.
A significant spike in Israeli-Palestinian disinformation
occurred in late 2023, coinciding with the onset of the
Israel-Palestine war.

Paper soon to be presented at EMNLP 2025
Main Conference in Suzhou, China



Conclusions.. and it is soon the end, but
still quite a lot of things to do

Unifying research and experiments on persuasion and intention-augmented
reasoning. 
Publication of a corpus of approximately 7,000 texts from various sources
annotated with disinformation, intentions, and manipulative techniques in English:

Dataset with improved methodology and guidelines
annotated by 4 different universities across Europe

Parliamentary debates dataset and different ideas

What language tools do disinformation agents employ?
Can incorporating persuasion and intent knowledge enhance the ability of LLMs
in disinformation detection?
We have begun exploring a new direction in disinformation research, focusing on
the study of disinformation narratives.

My final goals for PhD studies and dissertation:
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